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ABSTRACT

Thermography creates thermal images that help terdene color intensity. Color intensity helps temtify meaningful
object in the color, image segmentation plays aoartant role in discovering the area of interesttiie leaf image. In the
middle part of the leaf, the average temperatur@.881°C above the apex of the leaf and 0.81°C abimwvdase of the leaf.
The results showed that the temperature of thevesf lower than the temperature of the plant. Amel éntire blade's
average temperature is 24.07°C, which is highenttiee soil temperature in the past (19.53°C). Hor same maize type,
drought stress treatment leaf temperature is highan normal water treatment temperature. It hasoabeen found that
the temperature of maize with good resistance tught is higher than the temperature of the bad,llgher the better.
The above results showed that the temperatureildliston characteristics in crops could be effectyvebtained through

the use of thermal infrared images, which also fated the potential for rapid identification of ptadrought resistance.

The segmentation aim is to decompose an imagdifievent areas for further study, while anothettésadjust
the representation of an image for faster analy&isingle or a combination of segmentation techegjcan be applied on
the basis of application to efficiently solve thelgem. Segmentation is done using pixel-levellbjed-level properties of
the object by marking off an object on an imagehSuroperties can be distinguishing edges, textpiseg| strength, form,
width, and orientation within the object. There anany techniques available for segmentation thgtrent the thermal
picture. Particularly the segmentation techniques watershed segmentation, segmentation of thrdshekgmentation
based on clusters and neural artificial network.e$@ techniques of segmentation use algorithms dimguglobal
thresholding, transformation of the watershed, Kdoids, clustering of K-means, Otsu thresholdingpi&athresholding.
This paper includes a review of literature on pienieg segmentation techniques and applicable athors used for

thermal image segmentation.
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INTRODUCTION

The main aim of this study is to create a compatded classification to identify leaves and asggmt names, if
only the leaf picture is given as an input. Thislge accomplished through a series of sequertggiss including image
enhancement, the elimination and identificatiofR@fl area. In each of these steps, several researatecontributed and
proposed various algorithms. Each chapter discussesral significant publications in these phasesiriderstand the

current state of science.
Image Enhancement

Denoising is considered by most of the updatedtisois as an important step in enhancing imagesowWsiother methods
of preprocessing can also be used to improve thegénproduced. Types include enhancement of bounolanym,

smoothening and contrast. These approaches mapealased to improve the quality of the image ofléad (Tzionas et
al., 2005). In this analysis, the image of the inlgaf is improved by three operations: denoisatontrast and edge

enhancement. This chapter includes the studidsesetthree fields.
Noise Removal

Noise Removal of an image typically causes threegyl. Fixed-Valued Impulse noise, 2. Random-\hlugpulse noise
and 3. Gaussian noise. Noise removal leaf imaggierally influenced by these noises. SolutioneHaeen suggested
that represent one of the above noises using diffaechniques. The paper discusses some of thrasegges. In order to
achieve translation, scalability and rotation inaace by considering separately the distance betwiee FD (Fourier
Descriptor) magnitude and the Phase Angle to Iaisarimination noise, Rui et al. (1996) proposesl Modified Fourier
Descriptor (MFD) method. A minimum noise fractioNF) transformation was performed by Green et 40288) to
regulate the noise in the image. El-Helly et aQ2) says that the enhancement of image is a p#redmage processing
process and includes techniques for improving 8peet of an image, highlighting important imagetdeas and making
the image more suitable for subsequent leaf ciaatiifn tasks. They suggested a three-step imdg@neament algorithm.

The first move was to make use of HSI transfornmat@distinguish color data from its intensity infeation.

In the second step histograms were used to evatlmatatensity channel and the threshold methodnitneasing
image contrast. Finally, the third step employe@shold methods to adjust the image frequency.apdrHe (2008) used
a histogram equalization approach to improve thagenof the seed. Li et al. (2010) has used a aogiptiethod which
combines adaptive local smoothing and wavelet & dith a noisy leaf image. During the removal ofse, the system
was able to preserve the edges while preservingconérast and visual effect of the image. Ma et(2010) used a
methodology for the pre-processing of images toimmize leaf image noise and improved areas of istetterough the
approach of minimal error. The difference betweeu$sians has been used by Sathyabama et al. (R0ityease the

edges and other information in the digital imagethe plate.

Wang and Wu (2009) claim that noise in an objentlmadetected to a high level of noise. Using dlaits, Zhang
(2010) implemented an Adaptive Center-Weighted Medtilter (ACWMF), a two-stage noise removal metlzod a
variations method. This approach successfully resddhe noise but was sensitive to the filter winbosize and shape.
The wider window resulted in the image being smeditso smaller sizes did not effectively elimintdie noise. The

problem of window size is a common problem that yridtering algorithms share.
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Solutions to these noise removal algorithms weadewsvere, they proposed a process based on trapentr
application Interval-Valued Fuzzy Sets (IVFS) tandise an image. By using an IVFS multithresholdieghnique, the
method combined image histograms and spatial irdtiom about pixels of different gray levels. Thenéft of this
approach was that both the pulse and the Gaussiaa were eliminated. Rubio (2010) generalized dpigroach by using
the lteratively Reweighted Standard (IRN) methodotwain pixel value predictions and calculate tloeresponding
expected errors and train the noise model with gpeEtation, Maximisation (EM) algo. The proposedoaithm can
remove impulse noise effectively with a wide varief noise densities and deliver better resulthwéigard to the quality

and quantity of the images.
Contrast and Edge Enhancement

Improving the quality of the edges of leaf imagesai critical factor that can enhance recognitiod atentification
efficiency. Whilst a maximum number of recorded kgwere based on edge detection (Yu and Acton, 2084 were
identified with edge enhancement. Li et al. (200@)es that edge enhancement is a major operatrhéips to identify
object boundaries and further identification anasslfication steps. This helps distinguish theuest by enhancing the
visual quality of the object and provides insightbithe shape and contour and provides the HumsmaV/System (HVS)

with vital information.

One of the first methods for tackling the problefriroproved edge performance is the use of antsal@ by
detecting the two neighboring pixels in the obltguirection and using a correcting pixel to smoibit row (Yonezawa et
al., 1978). Gupta (1981) has been investigatingrtiegies that (slightly) "manipulate image contenathieve better edge
quality, when the pixel intensity is selected depeg on the distance between the center of thd pix@ the image edge.
Ort (1981) suggested a technique for moving diaefements by half a position. In Shirasaka (199Bg, staircase
regions are found by a similar technique. This apph is not very good for areas with complex corgoénother
widespread technique of enhancement of edge vatuahich the image area is scanned in a piece-bgepiorder
(windows), refering to a given set of patterns éodorrected (Yao et al., 2006; Lund, 1997; Tun@99This approach
requires predefined regions and conditions, whiepetiding on the image complexity, can add to tlegssing time.
Clayton (2006) first transformed the picture intoasy (black and white), enhanced edges, addeddsand then returned

to its original color domain.

Braica (2006) notes a way of improving by incregdime image's contrast on the edges. Chen et®#7{Imoved
the frequency value international to boost contiasthe approximation coefficients. Neverthelesgyt were not an
efficient way to decide the scale of the switcheytalso developed a zero-circulating tree whichsixia of zero-

circulation in multi-resolution levels for each reotb reflect multiple resolutionary edges usedufgpsess noise.

Fu et al. (2000) studied the spatial domain downsifithe HEQ process. Then they suggested a wavated
approach for enhancing contrast. In its processotitput image in the spatial domain was transfdrméo the wavelet
domain after performing the HEQ procedure. All apgmation coefficients were then squared. They tated that the

new approach could compensate for the informatshduring the HEQ process.

A domain filter based on an LLMMSE filter (Kaun ak, 1985) was investigated by Reeves et al. (1997)
eliminate noise and improve edges. We also usdshgldEQ in order to increase contrast with the vetvapproximation
coefficients at the coarsest stage of decomposiBaoih further work was needed to understand hoecseln of the range

and histogram bin values of the approximation goiefifits affects the reconstituted picture.
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Xu et al. (1997) combine the finer scales wavelese filter into the wavelet domain to minimize s&iand
Bruce and Gao (1996) proposed a semi-soft wavetegtnchment technique at coarse scales in waveisais to further
reduce noise and improve edges. However, the peopo®ethod still could not adjust its parameteromatically to

achieve an optimal result.

There are other attempts at change. For examplag @b al. (2000) rationally extended coefficientstie
wavelet domain on several scales. Xu et al. (2@0@yed the amplitude of the wavelet domain coigffits. Peng et al.
(2000) used a non-linear enhancement operator dii-snale coefficients for the wavelet domain. Tdesttempts,

however, only sought to improve image contrastigndred edges.
Different Segmentation Techniques

In order to remove noise from the background, tggan of interest is highlighted by separatingdnfi the background.

Different techniques of segmentation are listethia paragraph.
Global Thresholding

Global thresholding is a technology in which a &ntipreshold value is valid in the whole regionaimicture which we
define as a global threshold for the image proogsdRegional thresholds are used when the refeneineé values over
the entire picture are fairly consistent. Recenthjs type of technique is used to optimize glotfaksholds, global
thresholds based on boundary selection. Carlo&[&} auggested the thresholding method. This segaten approach
replaces black pixels with each image pixel, ifithage intensity is smaller than a fixed constamrld white pixel, if the
image intensity is greater than a constant U. Rerdlimination of false positive areas, U is sadawith value 0. The
items in the picture are named after thresholdiidne image number of objects (N) is zero, i.e= N The plant is known
as a safe leaf and if there is more than a unitbmuimof objects, i.e. N > 1 The sheet is markedresafe. The H and V
value of the HSV color space for the image are rs¢pd during preprocessing for a clear view of diseased portion.
This study is performed on cherry leaves for powdeeldew. The threshold is used by the Otsu adapmistem and

some post-processing techniques are used andathdisease is removed. This algorithm shows 99%igio.
Watershed Transform

The first step is to define the markers and segati@mt criteria, criterion or feature which are usedeparate the regions
— it is most often contrasted or gradient and theosd step takes place with these two elementstablesh marker
regulated watersheds. Akash Singh et al.[2] sugdestvatershed-based photo segmentation. It ifeatiee technique to
assess the region of an image's value. When adapedss flooded by water with local minimal trougbatchment tanks
fill with water. Water begins filling when the piade of the landscape hits a picture separatedradgmns or basins
fragmented by reservoirs known as riverbed linds®e §atchment basins match the image regions andatershed rim
lines follow the edges of an object. Marker appho&cused to prevent problems of river transitieeresegmentation.[6]
Watershed transform is a popular image segmenté&ticimique. Application of the thermal transforroatiechnique in
watershed images provides the desired thermal sggch@seudo-coloured image. The heated areas thdéhmal images
are mapped into a specified color with each ofgtasy levels of a black and white image. This aldponi is used to better
analyze the segmented thermal image. Unless watérsfansform is applied directly to thermal pictireithout
preprocessing, the thermal image results in ovemsatation. Watershed transforms marker-based apprim order to

reduce over-segmentation. This algorithm is builtifra-red thermal images of solar panels and bhatieries. Features
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derived from binary images of solar panel/battezpthd portions are obtained by measuring in imaggspin terms of
area, perimeter, high axis length and small axigtle The thermal pictures only show heated rediorerms of
temperature but to learn the thermal object segatient depth is used. The extracted features, sacirea, perimeter,
main axis and minor axis, are also measured framgmented binary image to indicate the severitthefheated part of

the element (in terms of pixels). The result isardase in the segmented area with 85% precision.
K-means

K-means clustering algorithm is an algorithm thas mot been supervised. The field of focus in &pigroach is scattered
from the context. K-Means is a method of partitfanthe lowest quadracy that divides object accutimianto K classes.
The algorithm is divided into two sections. Thesffistep is to calculate each cluster's mean. Tbensdestep involves
calculating the distance between each point antl elster, calculating the distance between thetetumean and the
cluster nearest to each point. In K-means, a meffuinetion is used for distance measurement anestffom O to 1 — data
object belongs to one cluster or does not belonthéocluster, is priced at 0, and should it beltmghe cluster, it is
assigned to 1. In the following steps, the datafsdbelonging to the array are transferred to #rest center so that no
point remains unmoved. Yung-Yao et al.[3] suggesteld-means clustering strategy. In this method, ittiigal image
segmentation is carried out in the thermal gragséame. A function space is built based on theslpialue in this
segmentation process. A K-means algorithm is usetbssify all samples in the K clusters functipacse. The value of K
is three to six times the number of groups avaflabbr example, the desired number for two foreggoobjects and one
background is three. After that each pixel is mdrigth the result K-means in the thermal image. Th@mal image is
labelled with a cluster index based on temperadiata. The K-means cluster algorithm is used to ¢oenthe area with
the highest similarity to minimize the over-segnagioh issue in a thermal image, effectively segingnthe object from
the background. The runtime of the K-means algorittepends on the data volume. The K-means clugtefgorithm is
50% effective.

K-Medoids

The absolute difference between the centroid sdeid minimized by K-medoids. We are based on oafsr (or
medoids). The medoids are derived from the compsnehthe cluster. As its name says, Centroid & rfost central
entity in the cluster, with a minimum amount oftdisces from other points. A medoid is a clustet. urlierefore, the
average difference between the objects in thealustsmall. The algorithm was firstly designedreasure symbolic K
entities known as medoids. That data set objegitasated to the next medoid only if a set of meddias been identified.
K-medoid algorithm has a higher average distributione than the average distribution time. The athge of this
algorithm is that it needs only the distance betweach pair of objects once, so that at each pdiitération it uses this
distance. Arti et al.[4] have proposed a K-medadrsentation approach for the identification of &wea of concern to
detect leaf disease. In the segmentation of K-ntkdimhages are segmented using K-medoids. Clust&rimgdoids is a
method of partitioning based clustering. K-medadiso known for PAM (medoid partition). Each clusterthe medoid
partition is represented by one of the objecthendiuster. K-medoids reduce noise and contoursesnedoid contours or
other extreme values are less important than nortahedoids works much better than the K-means rédtguo.
Compared to K-means, K-medoids are not sensitiveoiey data, contours and also to gray scale. &mel data, the
runtime of the K-medoid algorithm is stronger. Thjgproach is used to detect diseases on the leabpbr to identify

infected areas of the plant diseases. Late spackléon mold, late sparkle, brown spot, and baatdungal are the
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diseases encountered. The experimental results gtavt helps an effective 60% accurate identffaaof leaf diseases.
OTSU Threshold

This kind of threshold is a regional threshold. Tieel intensities are stored in an array. It ised@ined by using the
cumulative mean and threshold value. Pixel's tlolesivalue is set at either O or 1 i.e. backgroumdfoweground.

Therefore, the vicissitude of the picture only heqpg once here. It is used to perform histogramebasage thresholds
mechanically or to which the gray image in a binanage. It is taken for granted, that the imagéé¢okept by the
algorithm consists of two pixel groups or bi-motli&tograms (i.e., foreground and background) aed #wvaluates the
optimum dividing threshold of both classes so that joint propagation (intra-class variance) isligéige. Salvador et
al.[5] advocated Otsu's most common thresholdinghate [9]. This unattended software segments theéumdcby

minimizing the difference between different grou@tsu's threshold method iterates all potentiakghold values,
measuring a scatter calculation of pixel levelsegher the front or the rear of each side of theghold pixels. The main
objective is to determine the minimum value by nueiag the front and bottom quantities. Otsu's thoéding is used on

the basis of the specification criteria with oteegmentation techniques.
Kapur Thresholding

Kapur thresholding Professional image segmentd@ohniques are based on entropy maximization mefpdnd cross
entropy miniization methods[7]. Kapur et al.[8],0umn as Kapur's entropy, are proposing the maximotropy criterion
approach. Kapur et al.[8] implemented the entropgeldl method of optimizing entropy in the segmeniistbgram to
ensure a more centralised distribution in eachrsg¢pdield. In the earlier stage, a two-tier appto introduced in order
to identify the thresholds in the histogram to remthe object from the context. Salvador et al$&jgests a model based
on entropy. The selection criteria for thresholushis approach is the optimization of the entreéthe Kapur based on
the gray histogram. Kapur's original approach iy ¥ene-consuming due to inadequate entropy fortiaeand a detailed
multi-level threshold search. The entropy methodtdéases the overall entropy by maximizing the sedgaten phase
threshold. It is used to seek optimal thresholdueslthat Kapur presents[8]. Each entropy is gelyeralculated
independently based on the specific threshold valle method is based on the distribution of prdltgbof the
histogram and entropy. This approach is used ttyamahe FLIR object threshold problem. The Kapwtimod statistical
data applied to selected evolutionary calculaterhhiques. The evaluation of the effect is a higladme, which indicates
a good segmentation, of the mean objective varidddpur thresholding is a technique that is seldm®ad. The entropy

procedure is extended to multilevel thresholding
CONCLUSIONS

The various segmentation techniques used for tHémzge segmentation are defined in this text. Warphotography
helps to identify the artifact defects. The segmatoih approach is used to explain the region afradt of the object. The
segmentation methods can be used for the thermioigrapage in this study. Based on threshold vaduay picture size,
the Color picture is different. This work helpsidentify the correct thermal image segmentatiorcess. K-means and K-
medoids clustering technology — both methods reizegriusters from the picture. K-means drawbadkésvulnerability
to bright information, where K-medoids are capatfisolving this type of problem. In Otsus's thrddhechniques, two
best threshold methods have been shown by Otsulsodhewhich works on the theory of inter-class abifity and

Kapur's method, which works on the entropy prireiph the Otsu method, maximization of betweensclasiances of the
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gray histogram levels is used for the choice ofrogk threshold values, while in the Kapur methodximézation of the

histogram entropy is used. Yet segmenting techsigae good if the global threshing with Otsu andtevshed

transformation methods are accurate, and basedeimnieasured precision, could be the most suitseleniques for the

segmentation of thermal images.
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